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Abstract Since the inception and realization of the Global Positioning System (GPS)
in the 1970-1980s, the Global Satellite Navigation System (GNSS) has become a
ubiquous tool in civil, business, and scientific life. Major breakthroughs in our un-
derstanding of dynamic Earth processes were only achievable through this precise
positioning technology. While positioning is the chief objective of the system, the
nature of its design requires satellite signals to traverse the ionosphere and the
troposphere, and results in signal reflections off the ground. In addition to crustal
dynamics, this enables the study of the atmosphere and local environmental sensing,
impacting fields far beyond solid earth research, including space physics, atmo-
spheric science, glaciology, hydrology, and natural hazards.

In this paper I review some of the history of this technology and its impact on the
Earth sciences. Using the example of GPS, I introduce how satellite positioning
systems work and how we can infer precise positions from the signals broadcast by
the satellites. For this, I give an overview on reference systems, different observation
models, the predominant precise positioning strategies and how the various error
terms can be corrected. Once a solid understanding of precise positioning is devel-
oped, I present some of the complications that arise in high-rate (1 or more sample
per second observations) sub-daily and real-time kinematic positioning, which is of
great utility in the characterization and monitoring of many natural hazards.

GNSS enables observations beyond precise positioning. I provide background and
observation models for instantaneous velocity estimations, useful in real-time appli-
cations particularly where precise orbits and intial positions are not available, and
GNSS reflectometry, which allows to perform local environmental sensing around
GNSS monuments, including the inference of snow depth or tidal heights.
Throughout the paper, each method is illustrated by a number of applications either
from the literature or novel work. The focus is on some highlights from the last
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decade of geodetic work, with a clear slant towards examples from solid Earth and
hydrologic research.

1 Introduction

After more than 20 years of development (e.g., Easton, 1974) and conceptual testing
by the U.S. Department of Defense, the Global Positioning System (GPS) achieved
full constellation in 1993. The system, in which satellites broadcast civil and military
signals modulated onto sinusoidal carrier signals, lends itself to many uses in Earth
science spanning solid earth geophysics, surface processes, atmospheric science and
space weather. The ability to achieve millimeter positioning precision by tracking
the carrier phase (e.g., Counselman et al., 1980; Counselman and Gourevitch, 1981;
Hoffmann-Wellenhof et al., 2008; Misra and Enge, 2011) in addition to utilizing the
much less precise ranging codes nothing less but revolutionized the field.

GPS enabled direct measurements of plate motions (e.g., Feigl et al., 1993) on
a global scale at an affordable cost per receiver (e.g., Segall and Davis, 1997).
Since then, polar motion measurements improved with GNSS (e.g., Herring et al.,
1991; Desai and Sibois, 2016), tectonic plate motion velocity models are being
refined (e.g., Argus and Heflin, 1995; Argus et al., 2010), micro-plates (e.g., Jansma
et al., 2000; Wallace et al., 2004; Apel et al., 2006) and terranes (e.g., Fletcher
and Freymueller, 1999; Elliott et al., 2010) have been identified or characterized,
further constraining terrestrial dynamics (Copley et al., 2011) and informing on
seismic hazards (e.g., Newman, 1999; Bilham et al., 2001). In addition to capturing
deformation during earthquake ruptures (e.g., Grapenthin and Freymueller, 2011),
and mapping the recorded surface deformation back to slip on finite fault surfaces
(e.g., Simons et al., 2011; Galetzka et al., 2015), another important contribution to
seismic hazard assessment arising from GNSS observations is the recording of plate
boundary processes such as interseismic strain buildup (e.g. Wang, 2001, Figure 1),
slow slip (e.g., Dragert et al., 2001; Rogers and Dragert, 2003), and the amount
of coupling between the subducting and overriding plates (e.g., Freymueller et al.,
2008).

Near volcanoes, we can resolve subsurface magma migration (e.g., Cervelli et al.,
2006; Elsworth et al., 2008; Hreinsdottir et al., 2014), co-eruptive magma extrusion
driven deformation (e.g., Sigmundsson et al., 2015), and even piston-like motion due
to caldera collapse (Gudmundsson et al., 2016; Neal et al., 2019). Beyond tectonic
and magmatic applications, we capture crustal deformation due to dynamics of the
cryosphere and hydrosphere (e.g., Heki, 2001; Grapenthin et al., 2006; Amos et al.,
2014; Borsa et al., 2014; Argus et al., 2014), including the resolution of hemispheric
mass exchange due to seasonal winter loading of the continents (Blewitt et al., 2001).

Subdaily (e.g., Nikolaidis et al., 2001), high-rate (e.g., Larson et al., 2003; Galet-
zka et al., 2015), and real-time GNSS (e.g., Grapenthin et al., 2014b; Melgar et al.,
2019; Melbourne et al., 2019) applications in geophysics have been developed over
the last two decades. The major limitation to enable this technology, particularly
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Fig. 1 Horizontal velocity solutions from Herring et al. (2016) for the Network of the Americas
(NOTA) spanning the contiguous US (a), Alaska (b) and the Caribbean (c). Uncertainties at the
95% confidence level are plotted at the arrow tips, but are not visible at this scale. West of 100° W
only about 15% of the available stations are shown, the background color in panel (a) indicates the
1°x1° station density. Source: Herring et al. (2016)

in the geophysically most interesting, remote locations, is the design of sustainable
power supply and telemetry systems that support the transfer of the large data vol-
umes resulting from high-rate (1 sps) to very high-rate (up to 50 sps) observations.
In regions where the engineering challenges can be met, GNSS can be used in real-
time hazard analysis (e.g., Grapenthin et al., 2014b; Melgar et al., 2019) and early
warning (e.g., Murray et al., 2018) as was successfully demonstrated for the 2014
M,,, 6.0 South Napa earthquake in California (Grapenthin et al., 2014a) and the 2019
M,, 7.1 Ridgecrest earthquake (Melgar et al., 2019), also in California. However,
real-time GPS-only positioning precision is at the centimeter-level, even when using
high-quality dual-frequency receivers. The lower magnitude threshold for GNSS to
resolve any meaningful depends very much on the distance from the hypocenter. For
crustal faults with nearby GNSS stations, recording of events in the M 5 range is
possible (e.g., Geng et al., 2013).

A recent development lowering the position noise has been the combination of ac-
celerometers and high-rate GNSS positions to generate seismogeodetic data streams
that provide positions at accelerometer frequencies (Bock et al., 2011). This requires
collocation of accelerometers at geodetic-quality GNSS stations and resolves earth-
quake displacements at the temporal resolution of the accelerometer. The technique
depends on the alignment of positioning solutions from GNSS and accelerometer
data, which are downweighted in the combination to suppress accelerometer drift.
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The propagation of the satellite signal through the ionosphere, the troposphere,
and its reflection off the ground before reaching the antenna resulted in the develop-
ment of several non-positioning applications that use GNSS as a remote sensing tool.
For instance, GNSS is used to characterize total electron content of the ionosphere
(e.g., Mannucci et al., 1998), resulting in applications to not only monitor space
weather, but also propagation of accoustic and gravity waves due to earthquakes
(e.g., Calais and Minster, 1995), volcanic eruptions (e.g., Heki, 2006), explosions
(e.g., Fitzgerald, 1997) and tsunamis (e.g., Artru et al., 2005). Meng et al. (2019) pro-
vide an excellent, more extensive overview of theory and measurement techniques of
upper atmosphere perturbations. GNSS can furthermore be used to characterize the
distribution of precipitable water content in the troposphere (e.g., Bevis et al., 1992);
detect and characterize volcanic ash plumes (e.g., Houlié et al., 2005; Grapenthin
et al., 2013; Larson, 2013; Grapenthin et al., 2018a); and to determine local snow
depth, soil moisture, vegetation water content, or decadal changes of permafrost
around the GNSS monument (e.g., Larson, 2016, 2019; Liu and Larson, 2018). At
coastal sites, ocean tides (Larson et al., 2013) and storm surges (Peng et al., 2019)
have been estimated, turning GNSS into a tide gauge that can be decoupled from
surface deformation and is registered in a global reference frame. This astonishing
richness in applications of a single observation system can be explained through the
observation models described below.

Several other satellite positioning constellations have been developed and es-
tablished, such as the European Galileo, the Russian GLONASS, and the Chinese
BeiDou, which are all globally operating, while the Indian NAVIC and the Japanese
QZSS operate regionally (see Hoffinann-Wellenhof et al., 2008; Misra and Enge,
2011, for details). Combined, these constellations form the Global Navigation Satel-
lite System (GNSS). Multi-GNSS analysis approaches can use a large number of
signals from these different systems and promise significant noise reduction for both
classic static analysis and kinematic or real-time applications (e.g., Geng et al.,
2018). Effective positioning estimation approaches leveraging the strength of all
available signals are still a very active area of research (e.g., Montenbruck et al.,
2014; Liu et al., 2017; Geng et al., 2019; Zheng et al., 2019). For the purposes of
this paper, however, we will focus on the legacy GPS constellation that transmits on
two frequencies L1 (1575.42 MHz) and L2 (1227.60 MHz).

2 How GNSS works

The GPS constellation requires a minimum of 24 satellites, orbiting the earth at
20,350km. The satellites are distributed on 6 orbital planes that are inclined at
55 degrees (Figure 2). This design results in repeated ground tracks for each GPS
satellite at about 11 hour 58 minute periods (see Agnew and Larson, 2006, for
more precise repeat time calculations). While 24 satellites are required to guarantee
a minimum of 4 visible satellites, more satellites are in orbit to strengthen the
constellation and add redundancy (30 operational satellites on 09 October 2019,
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https://www.navcen.uscg.gov/). Monitoring of satellite health, orbits, and other tasks
to maintain the system are performed by system of ground stations that are globally
distributed such that each satellite is always in view of at least two ground stations.
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The GPS satellites broadcast signals on at least two radio frequencies: Link 1 (L1,
1575.42 MHz) and Link 2 (L2, 1227.60 MHz). The carrier signals at these frequen-
cies are derived from a 10.23 MHz atomic clock on board of the satellites. Legacy
GPS provides just one signal on L1, the coarse/acquisition (C/A) signal, to be used
for several-meter precision civil positioning applications. However, phase tracking
of the carrier signals on L1 and L2 enables the very precise (mm-precision for static
applications) uses of GPS. As operational GPS satellites near their end-of-life, they
are replaced with newer generations, offering opportunities to modernize the system.
New demands on navigation and interoperability with other systems, and general ad-
vances in technology result in the addition of new signals and even new transmission
bands. Notable is L2C, a new civilian, unencrypted signal that is currently available
on 19 satellites and has a higher signal-to-noise ratio than the C/A signal. Opera-
tional status for L2C (availablility on 24 GPS satellites) is currently expected for
2021 (https://www.gps.gov/systems/gps/modernization/civilsignals/). The availabil-
ity of two unencrypted civilian signals will enable the mitigation of ionospheric delay
without the need to track and resolve ambiguities for the carrier phase (see below),
which will bring a significant improvement of consumer positioning applications
as dual frequency receivers become more affordable. Additionally, twelve satellites
also broadcast on L5 (1176.45 MHz), a dedicated safety-of-life signal in a protected
frequency band (unlike L2), which will provide an additional civilian-use signal at
higher power, which is expected to be operational in 2024. Two civilian signals in
a protected frequency band (L1 C/A, and LS5) will enable robust precision naviga-
tion (due to ionospheric delay mitigation) for aircraft and other sensitive equipment
requiring high position precision.
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3 Positioning in a Nutshell

The main applications of GNSS relate to positioning and position changes, and the
provision of precise global timing. The advance that came with the availability of
precise timing is that positioning could move from the measurement of angles to
the measurement of distances. GNSS works by determining the distance between
receiver and satellites and then solving for the position that puts the receiver where
the various distances from all tracked satellites intersect. One of the satellites, though,
will be used to correct the much less precise clock of the ground receiver. These
four unknowns (latitude, longitude, height, time) require as least four satellites in
view, which became the main design criterion for the GPS constellation. However,
because GNSS signals traverse the ionosphere and troposphere, and are reflected off
of the ground and interfere with signals arriving directly at the antenna from the
satellites, precise positioning requires treatment of these error terms. Here, I will
first introduce reference systems used in GNSS analysis, after which I will present
the observation models that link satellite observations to the desired estimates for
position and time. Following this, I will discuss the treatment of the error terms to
further enhance the position precision.

3.1 Reference Systems

Two Cartesian coordinate systems are necessary to realize GNSS positioning. Both
are well-defined, which allows transformations of points in one reference system to
the other (see, e.g., Hoffmann-Wellenhof et al., 2008). The first coordinate system is
Earth-centered space-fixed, which is necessary to express satellite motions around
a sun-orbiting Earth. The origin is defined at Earth’s center of mass, the z-axis
corresponds to the average direction of Earth’s rotation axis (Celestial Intermediate
Pole, CIP), the x-axis points to the vernal equinox in an equitorial plane and the
y-axis is selected to make the coordinate system right-handed (e.g., Misra and Enge,
2011). Varying speeds around the sun as well as precession and nutation of the
axis of rotation pose potential issues in defining a stable coordinate system, but
these processes are well understood and can be embedded in the realization of the
reference system.

The second, and for our purposes more prominent coordinate system, is Earth-
centered Earth-fixed (ECEF). It rotates with the Earth, which means the user position
is fixed. While it has a formal definition, it is realized through a set of points and
their velocities to account for tectonic plate motion (Bock and Melgar, 2016). One
such time-variable realization of a reference frame is the World Geodetic System
1984 (WGS84, Decker, 1986), common to consumer-grade GPS applications and
maintained by the US National Geospatial Agency. Another reference system, the
International Terrestrial Reference Frame (ITRF) is updated more frequently as
extended time series at ground stations allow for increased precision, analysis ap-
proaches improve, and more stations globally allow for tighter constraints on the
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reference frame. The most recent version is ITRF14 (Altamimi et al., 2016), which
for the first time also includes non-linear station motions induced by annual seasonal
variations and post-seismic deformation at sites near large earthquakes (Altamimi
etal.,2016).

As Cartesian coordinates are not very intuitive to convey a position and its change
on the Earth’s surface, we can define a smooth reference model in the form of an
ellipsoid, with the same origin as the ECEF system. The z-axis is the axis of revolution
of the ellipsoid and, for instance, WGS84 defines the ellipsoid semi-major axis and its
flattening. Once the ellipsoid is defined, we can transform from [X, Y, Z] coordinates
to latitude, longitude and height on the ellipsoid (e.g., Hoffmann-Wellenhof et al.,
2008; Bock and Melgar, 2016).

At this point it is crucial to understand that the absolute height values for GNSS
are given above a reference ellipsoid (as defined by, e.g., WGS84). This is a smooth
oblate simplification of the Earth’s shape. Traditionally, however, height values have
been given with respect to mean sea level which is expressed through the geoid
(e.g., Earth Gravitational Model 2008 (EGM2008), Pavlis et al., 2012). This is an
undulating equipotential surface that varies with the position-dependent gravitational
potential of the Earth. Differences between reference ellipsoid and geoid can be tens
of meters. Hence, it is important to note the reference frame in which heights are
given, particularly when comparisons to topographic heights are made, which are
generally with respect to mean sea level.

Once we build up time series of GNSS positions at a single site, we are generally
interested in change over time. This change is more intuitive when position solutions
[X;,Y;, Z;] at epoch i relative to an initial position [Xj, Yy, Zy] at epoch O are rotated
into a local North-East-Up (NEU) system (e.g., Bock and Melgar, 2016):

AN; —sin(¢p) cos(A) —sin(A)) sin(p) cos(¢) | | X; — Xo
AE; | = —sin(A) cos(Q) 0 Y-Y (1
AU; cos(A) cos(p) cos(9) sin(d) sin(@) | | Z; — Zy

where ¢ and A are the geodetic latitude and longitude of the site, respectively.

The dominant signal (in the horizontal component) of GNSS time series is gen-
erally the steady-state rigid tectonic plate motion. Removal of this signal is often
desired to highlight short-term transients or unmodeled temporal signals, for instance
interseismic strain buildup along the plate boundaries (Figure 1). Plate velocities are
determined from geodetic observations at locations of the continent that are pre-
sumed stable and are expressed as angular velocity around an Euler Pole, which
represents a translation on a sphere. Recent global plate velocity models are, for
instance, GEODVEL by Argus et al. (2010) or the model by Kreemer et al. (2014).
North America-centric ones such as NA12 (Blewitt et al., 2013) or NAM 14 (Herring
et al., 2016) are also available.
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3.2 Pseudorange Model

With the importance of reference frames to positioning addressed, we can move
toward the mathematical models behind GNSS positioning. The range describes
the geometric distance between two points, in our case a satellite and a receiver.
This could, for instance, be inferred by measuring the transit time, 7, of a signal
that travels from satellite to receiver at the speed of light, c, if the signal contains
a timestamp for the send time an the receiver notes the arrival time. However, the
GNSS receiver has an imprecise clock, and the signal travel path is affected by path
delay effects due to ionosphere and troposphere and other error sources, resulting
in longer travel than the pure geometric distance would suggest. Hence, we call the
range observable provided by a GNSS receiver a pseudorange to a satellite.

The pseudorange from receiver u to satellite s, p*) (in length units), can be
expressed as a superposition of the true geometric range r*) to satellite s and the
known error sources (Misra and Enge, 2011):

P =1 4 (61, —5t )+ I+ T + € 2)

where ¢ remains the speed of light, ¢, is the receiver clock bias, 51 is clock bias
of satellite s (the broadcast ephimeris typically results in accuracy to a few meters;
more precise products are available or special processing strategies can remove this
error term; see below) and I,T are ionospheric and tropospheric delays. The last
term, €, captures unmodeled effects, such as multipath, measurement errors, etc.
(see Section 3.4). Note that subscripts (e.g., u) reflect receiver specific values, while
superscripts identify individual satellites; these are not powers of (s)!

Substituting the geometric range between satellite and receiver in earth-centered-
earth-fixed Cartesian coordinates into Equation 2 and linearizing the result via Taylor
series expansion about an approximate initial position and expected receiver clock
bias (xo, Yo, 20, f¢, ), in vector notation we get:

Ax

) _ [ 80 6p® 8 gp) || Ay
AT =T Te T e || Az | TE 3)

At,

Here Ap®®) is the difference between the measured pseudorange (observed by the re-
ceiver) and the expected geometric range between the satellite position and the apriori
position. The terms [Ax, Ay, Az, At.] are the difference between the actual receiver
position and the initial approximation. Adding these values to the approximated po-
sition will yield an improved absolute position estimate. To simplify Equation 3, all
error terms are absorbed into € for the time being.

If we solve the partial derivatives in Equation 3 by applying the chain rule and
appropriate substitutions, we are left with:
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Ax
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where the (x®), y®), z(8)) remains the position of satellite s and p(os) is the approx-
imated distance between the receiver’s approximated initial position and satellite s,
whose position we assume to be known here. Assuming that we have #n satellites in
view, each of which giving us a pseudorange measurement p, . .., p we can set
up a linear system of equations in matrix-vector notation:

M xo—xD yo—y® 75—z
(1) (1) (1)
Ap Py Py Py
Ap@ x=x? yoy? z-2® Ax
'Y ) ) @] Ay
= Py Py Py A +e€ (3)
. . . . . z
: : : : At
Ap(n) x0=x" yo—y™ 79—z ¢
(n) (n) (n) ¢
Py Py Py
d=Gm+e€ (6)

Equation 6 represents a shorthand of Equation 5 where G contains the partial
derivatives, d is a vector holding the pseudorange differences and m is a vector of
unknown differences between actual and approximate position and receiver clock
error. Given G and d, we can solve this linear system of equations for m with least
squares techniques (e.g., for general least squares solutions see Aster et al., 2018;
Lichten, 1989, is a reference for GNSS specific analyses) to minimize the sum of
squared residuals, for instance, using the normal equations:

m=(G'G)'G"d (7

We could also introduce a weight matrix W to, for instance, reduce the impact of
satellites at low elevation angles on the solution as they provide noisier signals due
to longer signal paths through Earth’s atmosphere:

m=(GTWG) 'GTwd (®)

where W can be diagonal and contains, for instance, the reciprocal variances of the
measurements ﬁ Using the inverse of the full data covariance matrix as weight
matrix W is a more rigorous approach as this also accounts for correlations between
the measurements in space and time (e.g., Bock and Melgar, 2016).

Once we have a solution m = [Ax, Ay, Az, At.] we can add it to the apriori values
to get an updated absolute position:
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Xnew X0 Ax
Ynew Yo Ay

= + 9
Znew 20 Az ©)
epow te, At,

and iterate until improvements are small.

3.3 Carrier Phase Model and Ambiguity Resolution

A more precise measure of a receiver position can be achieved by tracking the carrier
phase of the signal. Misra and Enge (2011) describe in detail several methods of
how a receiver tracks the carrier phase, the details of which are beyond the scope
of this paper. Assuming, we have measurements of the phase observable in units of
cycles, the observation model equation for satellite s is (Misra and Enge, 2011):

@ = A7+ 1+ T+ f(6t, — 619 + N© + (10)

where A is the carrier signal wavelength and f is the carrier frequency (f = ¢/A4,
where c is the speed of light),  remains the geometric range between satellite and
receiver and Ip and Tg are the ionospheric and tropospheric propagation delays,
respectively. The clock errors are again captured by 6¢, and 6t° for receiver and
satellite clocks, respectively. An important new term in this model is N*, the integer
ambiguity for satellite s.

The solution strategy for finding the geometric range between satellite and receiver
remains similar to that in Section 3.2 above. However, before this can be done, we
need to find the correct value for N, the integer ambiguity. This term represents the
number of cycles that the signal has gone through before the receiver started tracking
the signal. One can imagine that when the satellite first appears on the horizon, the
receiver captures the factional phase of the signal and keeps adding or removing
full cycles as it maintains lock to the satellite. Given the sinusoidal nature of the
carrier signal the total number of cycles required to travel from satellite to receiver
is unknown. All we know is that it must be an integer number of cycles. Several
strategies have been proposed to solve this problem, commonly captured under the
term ambiguity resolution.

A number of approaches exist to resolve integer ambiguities. One instructive
analytical method uses the dual frequency measurements of the phase on L1 and
L2 and combines them into a wide-lane measurement, @1, (e.g., Misra and Enge,
2011):

’
(D12=(D1—q)2=/1—+N12+€q>12 (11)

12
The resulting longer wavelength, 212 = ¢/(fL1 — fr2) = 0.862 m, of the combined
signal reduces the uncertainty in the integer ambiguity estimate, but also amplifies
the noise in the signal, which is the reason we do not use this combination for
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positioning. Nj; is the difference of the integer ambiguities on L1 and L2 and can
be estimated as (e.g., Misra and Enge, 2011):

- 1
Nyp = [q)lz _ P

A2 ] roundoff

Misra and Enge (2011) determine that the standard deviation of this estimate is
about 1.2 cycles, suggesting that this could be reduced to less that 0.5 cycle with
uncorrelated measurements over 10 epochs, and even more with additional measure-
ments. Once we have an acceptable estimate for the widelane integer ambiguity, we
can use this to estimate the L1 and L2 integer ambiguities by solving the (simplified)
measurement models for the range (e.g., Misra and Enge, 2011):

12)

r=A41(P; - N —ep,)
r= (0 - N — ep,)

and equating them:

A (@) = Ny — E(pl) = (D, - N, — 6(1)2) (13)
A2 A2

N - 2N = 0,20, + 14

=M I € (14)

Since N; — N, = Nj3, we can solve Equation 14 to estimate N, and N, (e.g. Misra
and Enge, 2011):

-1
A /12 /12 /12
No=[1-22| |o-20,- 2N 15
1[11[1112/1112] (15)
-1
. 2 2
N=[1+22 [—®1+/1—2®2+N12 (16)
1 1

Equations 15 and 16 have not been corrected for the impact of the ionosphere,
however. The next section below will explore how to eliminate such nuisance terms.
It should be obvious that this approach will benefit significantly from the upcom-
ing triple frequency observations. However, ambiguity resolution through widelane
estimation is by no means a guarantee as it relies on good data quality (Misra and
Enge, 2011).

Following this analytical approach, I want to briefly discuss search solutions that
resolve the integer ambiguities for all satellites simultaneously. Hoffmann-Wellenhof
et al. (2008), Misra and Enge (2011), and Bock and Melgar (2016) discuss these
methods at greater depth. Most prominent is the Least-squares AMBiguity Decor-
relation Adjustment method (LAMBDA method, Teunissen, 1993, 1995). The basic
principle of the LAMBDA algorithm is to first find a least-squares float positioning
solution that disregards the integer property of the ambiguities and estimates floating
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point ambiguities. The next step then decorrelates the ambiguities, and hence reduces
the search space to allow for a mapping to integer values in the transformed space.
Lastly, the integer ambiguity estimates are used to find a fixed positioning solution.

3.4 Precise Positioning Strategies and Error Terms

When introducing pseudorange and carrier phase positioning and the respective
observation models (Equations 2, 10), we have neglected to address any of the error
terms. If our goal is to achieve sub-centimeter positioning, we need to correct the
delay introduced by the ionosphere, dry and wet delays imposed on the signal in the
troposphere, and in some cases direct and indirect arrivals of the signal from the
satellite at the receiver (so called multi-path, MP).

Treatment of these nuisance terms is intimately related to the data processing
strategy used to determine the GNSS position. Below, I introduce the two dominant
strategies: network processing (Dong and Bock, 1989; Blewitt, 1989) and precise
point positioning (Zumberge et al., 1997) and discuss how the nuisance terms are
treated or eliminated. It is important to keep in mind that these terms complicate the
positioning problem, but they can and have been exploited as signals to constrain the
properties of the medium that the GNSS signals propagate through.

3.4.1 Differential or Network Processing

In differential positioning, observables from several stations and satellites are dif-
ferenced to eliminate some of the nuisance parameters from the observation model.
The simplest example is that of a signle station pair. If we difference the observations
from one satellite recorded at these two stations, we can eliminate the satellite clock
error. Differencing observations from two satellites at the same receiver eliminates
the receiver clock error. Forming the double difference of these two results will elim-
inate both clock errors. For the carrier phase measurement from satellite k£ recorded
at receivers u, and r we can write the two observation models and form the single
difference (see Equation 10):

1
) = 7 () + 18+ ) + f 5 (81, — 60) + N + )

1
) 7 B e K R R T ) E A

*) _
ur

(k) _ (k)
u r

1
L 1 T+ f e+ N ), a7
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Here, the satellite clock error, 6¢%), is common to the observations and effectively
cancels in the difference. If we make the assumption that the baseline is short, for
example on the order of tens of kilometers, the ionosphere and troposphere errors
may also be small as the signal likely traverses the same atmosphere to reach both
stations. However, in many instances, significantly different local weather patterns
may prohibit this assumption:

(k)
k T k k
®) = —‘/‘{ + fx 0ty + N+ e;)j” (13)
If we form a similar single difference for the same receivers, # and r, but a different
satellite, [, we get:
@) _ L) _ L0
u r

ur —
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We can now use Equations 18 and 19 to form the double difference and eliminate
the receiver clock errors captured in ot,,,:
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At this stage, we are still left with the need to estimate at least the integer ambi-
guities. While the atmosphere and ionosphere may cancel in the single differences,
we can treat them by applying models in precision position estimation. Common
models for the atmosphere include the global pressure and temperature model and
the global mapping function (GPT/GMF) (Boehm et al., 2006a, 2007), the Vienna
Mapping Function (Boehm et al., 2006b, (VMF1)), or GPT2 (Lagler et al., 2013).
If no ionosphere-free linear combinations of the carrier phase observables are used
(e.g., Hoffmann-Wellenhof et al., 2008; Misra and Enge, 2011; Bock and Melgar,
2016), ionospheric corrections from NASA’s Jet Propulsion Laboratory (JPL) or the
International GNSS Service (IGS) can be applied. Furthermore, to achieve precice
positioning solutions, solid earth tide and ocean tidal loading (OTL) effects, driven
by the gravitional attraction of Sun and Moon, must be considered. As summarized
by Bock and Melgar (2016), solid Earth tides can reach up to 1 m and the elas-
tic response of the Earth to OTL can achieve 10 cm. While models applied in the
processing can especially remove the solid Earth effects (e.g., International Earth
Rotation and Reference Systems 2010 conventions Gérard and Luzum, 2011), great
care must be taken when correcting for OTL as the coefficents (e.g., FES2004 Lyard
et al., 2006), must be inferred for the same reference system as orbit parameters if
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estimated separately (e.g., center of mass of the solid Earth, CE versus center of
mass of the Earth system CM Fu et al., 2012), otherwise systematic errors will be
introduced in the time series. Herring et al. (2016) provide a very detailed account
of the specifics of the EarthScope Plate Boundary Observatory (PBO, Silver et al.,
1998) double-difference processing.

3.4.2 Precise Point Positioning

While the double difference approach works very well, the increasing number of
available GNSS stations results in significant computational burden. Approaches to
mediate this process smaller sized subnets individually and merge resulting solutions
together (Herring et al., 2016). This can be somewhat cumbersome.

A different strategy processes each station individually and is called precise point
positioning, or PPP (Zumberge et al., 1997). The immediately obvious drawback is
that the satellite clock errors cannot be removed from the solution. Instead, this ap-
proach requires external products to provide these corrections. While these products
require a network solution, the globally distributed network of stations can be much
smaller than the number of stations we are usually generating positioning solutions
for (Zumberge et al., 1997). It is important that the models, including the antenna
phase center models, used in the generation of the external products (such as clock
corrections) are the same as the ones applied in the PPP positioning solutions or the
result may include systematic position errors. Ionospheric and tropospheric delays,
and solid Earth and ocean tides can be mediated through the same models described
above for double differencing. Herring et al. (2016) describes in detail the PPP
processing strategy for the EarthScope PBO network.

3.5 Applications

Figure 3 shows examples of daily station positioning solutions, here for stations
P595 (UNAVCO Community, 2005b) and CCCC (UNAVCO Community, 2005a)
in the Mojave Desert in California in a local NEU coordinate system. Each dot
represents the position estimate for a single day, uncertainties are shown as gray
bars. The solutions were generated by the National Science Foundation’s Geode-
tic Facility for the Advancement of Geoscience (NSF-GAGE) facility as described
by Herring et al. (2016). I removed very few large outliers. The time series have
the rigid plate motion of the North American plate removed. The vertical com-
ponent shows small seasonal effects that may be due to precipitation. The lin-
ear trends in the horizontal components are consistent with plate boundary pro-
cesses. Over larger areas, these trends and their uncertainties are estimated and
analyzed in the form of velocity maps (e.g., Figure 1) that show, for instance, large
scale plate boundary processes. Notably, the linear trends in the horizontal compo-
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nents terminate in two steps due to the July 2019 Ridgecrest earthquake sequence
(https://earthquake.usgs.gov/earthquakes/eventpage/ci3845751 1/executive).
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Fig. 3 GPS time series in east, north and vertical components for two stations in the Mojave
desert in California. The time series are in a stable North America reference frame (NAM14,
(Herring et al., 2016)) The vertical components show slight seasonal deformation in annual cycles
with time-varying amplitudes due to variable precipitation. The horizontal components show clear
linear trends consistent with NNW motion caused by the transform plate boundary between the
Pacific and the North American plates and resulting distributed deformation across the Eastern
California Shear Zone. Two steps are marked and indicate offsets due to M,,, 6.4 and M,,, 7.1
earthquakes near the town of Ridgecrest on 04 and 06 July 2019. Data processed by NSF-GAGE
facility as described by Herring et al. (2016).

It is clear from the figure that the time series are complex with multiple processes
superimposed on each other. This is after the well-understood processes, such as
earth and ocean tides, have been removed. Identification, analysis and modeling
of these processes has furthered our understanding of Earth processes significantly
over the last decades. With continuous time series now approaching, and in some
instances exceeding, 20 years, much more subtle and longer term transient signals
will be resolved. In Figure 3, for instance, both sites seem to show a subtle rate change
in the vertical component over the last 3 years, when compared to the previous years.
The seasonal variations in the vertical components show well, even for these desert
sites, that precipitation from 2012-2014 was low compared to other years.

The recognition that seasonal signals in continuous GPS time series are linked
precipitation came about in the early 2000s. Heki (2001) first connected the seasonal
sinusoids in the GPS observations of the dense, continuous GEONET in Japan to
the substantial snow loading in the mountains, which induces winter subsidence
and summer uplift of the elastic crust. With the establishment of broad and dense
continuout GNSS instrumentation in the Western United States through the PBO
network similar observations of seasonal loading and inference of the respective
water equivalent snow loads have been made there (e.g., Fu and Freymueller, 2012;
Argus et al., 2014; Fu et al., 2015). Figure 4 shows a longer term application of
these new hydrogeodetic observations as Borsa et al. (2014) visualize the drought
evolution in the Western U.S. with the vertical displacements from March 2011 to
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March 2014. At the beginning of spring we would expect wide spread subsidence
due to snow loading as observed in 2011. However, starting in 2012 and very clear
in 2013 and 2014, the GNSS sites recorded increasing uplift consistent with lacking
precipitation. This uplift is particularly evident in the Sierra Nevada and Costal
Ranges of California, for which Amos et al. (2014) also showed long-term uplift due
to substantial long-term ground water extraction in the San Joaqin Valley ( southern
part of gray patch in Figure 4).
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Fig. 4 Vertical GNSS displacements across the Western United States from March 2011 to March
2014. Squares mark GNSS station locations with colors indicated recorded vertical displacements.
The gray patch shows the location of California’s Central Valley where stations were excluded as
they move in the opposite directions due to soil compaction during water extraction. From: Borsa
etal. (2014).

4 High-rate and Real-time Positioning

All of our discussion so far has focused on static positioning: finding the most precise
position of a station for a given day of data. Because of the high precision, time
series of subsequent static solutions can reveal subtle, months-long processes such
as magma recharge into a volcanic edifice that induces less than 2 cm of deformation
(e.g., Dixon et al., 1997; Cervelli et al., 2006; Fournier et al., 2009; Grapenthin
et al., 2013). However, many processes, such as earthquakes or volcanic eruptions
work on much shorter time scales and benefit from kinematic GNSS solutions on
subdaily timescales. Here, we can broadly distinguish two main approaches (either
work in network or PPP mode): post-processed epoch-by-epoch solutions and true
real-time processing. Before explaining these, I have to touch on a peculiar pitfall
that arises when converting between GPS and UTC times.
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4.1 Leap Seconds

Something we could ignore so far, but have to pay close attention to now, is the
fact that GPS time is running ahead of UTC time by a time-variable number of
seconds. UTC time is adjusted to stay in tune with the Earth’s general slowdown
in rotation and rotational irregularities in order to keep it aligned with mean solar
time at Greenwich. To that end, leap seconds are occasionally introduced to UTC, 27
seconds since its establishment in 1970. GPS time, introduced in 1980, was initially
aligned with UTC time, but it does not have a requirement to align with Earth’s
rotations. Hence, no leap seconds were ever introduced to GPS time, which since
January 2017 is now 18 seconds ahead of UTC time.

Why is this important? Most times, such as earthquake origin times (https://earthquake.usgs.gov/earthquakes/map/)
are given as UTC times. If any meaningful comparison of GNSS signals and physical
processes are desired, the two time systems need to be aligned. This is easily achieved
by subtracting the correct number of leap seconds from the GPS time stamps. As
leap seconds are introduced irregularly, this requires a look-up table.

4.2 Epoch-by-Epoch Postprocessing

The kinematic use case of position estimation for each epoch of observations under
the assumption that the receiver is moving is not that different from the static use case
and is, in fact, one of the main application areas for GNSS positioning. In geophysics,
Nikolaidis et al. (2001) was among the first to show dynamic motion due to a seismic
wave using 30 s observations of the 1999 M,, 7.1 Hector Mine earthquake. Larson
et al. (2003) used 1 sps data to resolve dynamic motion induced by the 2002 M,, 7.9
Denali earthquake and Galetzka et al. (2015) resolved the dynamic slip propagation
along the fault during the M,,, 7.8 Gorkha earthquake from 5 sps data.

The main complication that arises here is positioning noise due to signal multipath
(e.g., Georgiadou and Kleusberg, 1988, Figure 5) and the resulting interference of
the direct and indirect signals at the antenna. This is a slowly varying process
with periods from minutes to hours and amplitudes on the order of centimeters
(Georgiadou and Kleusberg, 1988). For the GPS constellation, these errors repeat
approximately every 11 hours and 58 minutes, which is one revolution period of the
GPS satellites. Multipath is generally not modeled and removed directly for static
positioning under the assumption that it averages out with the use of an entire day
of data and this average signal is repetitive on subsequent days (sometimes low
elevation satellite data are masked out in particularly bad multipath environments).
For subdaily kinematic positioning, this assumption no longer holds and multipath
should be treated if the signal of interest is of similar magnitude. Since antenna design
cannot fully shield against surface reflected signals, several methods for multipath
reduction exist. Axelrad et al. (1996), for instance propose a technique to correct
multipath in double differenced phase observations. On a time series level, sidereal
filtering is an effective technique where, for instance, low-pass filtered observations
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GPS signals transmitted
at1.5and 1.2 GHz

Fig. 5 Multipath geometry
where the ground is a reflector.
Antenna height and satellite
elevation angle (e) determine
the additional path length of
the reflected signal (red line)
that result in time-varying
interference with the direct
signal (blue) measured by
the GPS antennas. The inset
shows interference examples.
From: Larson (2016).

GPS antenna height, 2.5 m

from the previous day (without a geophysical signal) are removed from the current
day with the noisy signal (e.g., Larson et al., 2007, Figure 6). However, for this to
yield best results the use of the correct orbit repeat times is recommended to calculate
the time shift before the signal subtraction (Choi et al., 2004; Agnew and Larson,
2006) as the GPS constellation does not exactly repeat after 11 hours and 58 minutes
(Agnew and Larson, 2006)
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Fig. 6 Example of repeated noise due to multipath (Day 1 top trace, Day 2 third trace) in 1 Hz
position data. Forward shifting of the Day 1 data by the average orbit repeat time and low pass
filtering yields the Day 1 LP trace, which is subtracted from Day 2 to result in the fourth trace, a
much cleaner time series. From: Larson et al. (2007).



GNSS: Positioning, Velocities, and Reflections 19

4.3 Real-time Complications

Moving from the epoch-by-epoch postprocessing case to a real-time setting poses
a few additional challenges. Obviously, a hardened telemetry system is required to
deliver the data in a timely fashion with minimum data loss. This likely increases
the power requirements, which poses additional engineering challenges at remote
locations.

On a technical level, however, the main requirement for real-time processing
is that it cannot fall behind the data delivery. This means, each epoch must be
processed before the next arrives. This puts an upper limit on any iterative processes
that run during position estimation, potentially reducing precision. Additionally, any
smoothing of the time series will have to be limited due to time constraints. Further,
for network processing, we are also somewhat limited by the number of sites that can
be processed simultaneously as the computational time increases by N3 (Zumberge
et al., 1997), where N is the number of stations. To avoid this while still benefiting
from the elimination of nuisance terms through double-differencing, simple baseline
processing has proven adequate for many applications. Here, a single roving station
is processed relative to a base station that is assumed static. Since mathematically,
this is equivalent to subtracting motion at the base station from the roving station, this
relationship can be expressed in the mathematical models analyzing the positioning
data, and absolute positioning may not be required. Grapenthin et al. (2014b) have
demonstrated that this can be an effective real-time GNSS analysis strategy for
earthquake early warning in a crustal fault setting and Grapenthin et al. (2014a)
(see Section4.4) captured and analyzed the 2014 M,,,6.0 California Napa strike-
slip earthquake this way in real-time. This strategy is applicable to many processes
that induce local to regional deformation, such as landslide monitoring or volcanic
deformation.

Large subduction zone earthquakes, on the other hand, could pose a significant
challenge for such a differential processing strategy as short, and in particular trench
parallel baselines may not resolve the translation of the entire network well enough
above the noise (see Section4.4). Hence, these events are best dealt with using a
PPP processing scheme. Just like before, in the static positioning case, this poses
additional challenges as the satellite clock errors need to be corrected. Troposphere
and ionosphere delays also require dedicated treatment to achieve positioning preci-
sion to centimeter levels. Real-time orbit information and clock corrections are now
distributed by the IGS to allow for PPP positioning in real-time (http://rts.igs.org).
Commonly these products are provided in 30 s resolution, which we can interpo-
late due to the generally smooth nature of the variations. Commercial solutions are
available, too. Trimble, for instance, broadcasts globally its own corrections and per-
forms PPP positioning on site for its receivers to stream centimeter-level positioning
solutions from the field (Trimble RTX). Real-time processing of a global network
of stations may allow the dedicated user to generate their own corrections, too. As
these clock corrections are calculated and distributed in real-time, delays in the range
of 10-20s are to be expected for the IGS real time service (e.g., Hadas and Bosy,
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2015). Instantenous velocity-derived displacements (see Section 5) may be able to
bridge this latency gap.

During our work on the real-time GNSS integration into an earthquake early
warning syste, (Grapenthin et al., 2014b), Ingrid Johanson (USGS-HVO) suggested
an experiment to test the real-time processing system with large antenna offsets.
We set up 7 tripods on the roof of McCone Hall, the building housing the Berkley
Seismological Laboratory and the Department of Earth and Planetary Science, on
the University of California Berkeley campus (Figure 7a). Four tripods had antennas
mounted and connected to GPS receivers. One setup served as base station (BASE),
the other three were supposed to experience a rapid large offset. We carried the
antennas to the remaining three tripods that were 1, 3, and 6 meters away from the
initial location (Figure 7a). We collected data for an hour, ducked below the ground
plane of the antenna and quickly carried it to the receiving tripod to collect data
for another hour. The processing was based on trackRT, the real time component
of GAMIT/GLOBK (Herring et al., 2010), with parameter settings similar to the
real time network running at the time (Grapenthin et al., 2014b). The generated
displacements for each station were relative to the static base station BASE.

The experiment yielded the key insight that real-time processing should not be
optimized to static observations. As the motion of the kinematic GPS stations is
modeled as a random walk, a key parameter is the process noise that constrains how
much random walk noise is assumed for a time step. Figure 7b shows a comparison
between post-processed “true” displacements (top), and low processing noise (mid-
dle) and high process noise (bottom) real-time displacement time series for the 6 m
offset experiment. It is obvious that too tightly constrained process noise results in a
prolonged ramp rather than a near instantaneous step function. Notable remains the
“overshoot” in the high process noise time series (Figure 7b, bottom). This is due
to the identification and insertion of cycle-slips for all satellites at the time of the
offsets by the processing software. Figure 7c shows the results for all three offsets
with high process noise and (one from) of cycle slip detection suppressed. While
some satellites are still flagged with a cycle slip, enough remain to produce a well
constrained solution and clean step function matching the post-processed time series.

4.4 Applications

In this section I present some recent examples to showcase the potential of high-rate
and real-time GNSS solutions to characterize, for instance, earthquakes or volcanic
eruptions.

First, I analyze 5 sps observations to generate kinematic time series for the M,,, 7.8
Gorkha, Nepal, earthquake (Galetzka et al., 2015). I use final IGS orbits and IGS08
antenna phase center models (Dow et al., 2009), remove solid Earth and ocean tides,
and to model the atmosphere, I use the GPT?2 global pressure and temperature model
(Lagler et al., 2013). I estimate the kinematic position solution as a random walk
process.
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Fig. 7 (a) Experiment setup, tripods without antennas are 1, 3, and 6 meters from origin tripods,
photo: R. Grapenthin. (b) Six-meter offset time series. Postprocessed on top, low process noise
(0.002 m/+/s) in the middle, high process noise (0.2 m/+/s) at the bottom. (c) All three distances
with high process noise and suppressed cycle slip detection. Time series courtesy of Ingrid Johanson,
USGS-HVO.

The resulting time series for the two sites KKN4 and NAST are shown in Figure 8.
The time series begin at the earthquake origin time (2015-04-25 06:11:25 (UTC))
and have properly taken into account that GPS time was 16 seconds ahead of UTC in
2015. The data show very clear the more than 20 seconds that it takes for the S-wave
to travel from the hypocenter to these sites. NAST is also clearly further away from
the hypocenter than KKN4 and shows much longer lasting dynamic excitation. This
is due to its location within the Kathmandu basin, which traps and amplifies seismic
energy (Galetzka et al., 2015).

The very dense high-rate GNSS network of Japan captured the 2011 M,, 9.0
Tohoku-oki earthquake (Simons et al., 2011). Grapenthin and Freymueller (2011)
animated the timeseries for each station in map view to visualize the spatial prop-
agation of the dynamic wavefield and the build-up of the static displacements in
both horizontal and vertical components. Figure 9 shows a snapshot about 3 min 30
seconds after the origin time. The co-seismic static offsets have fully developed at
this time and the S-wave and surface waves are traversing southern and northern
Japan. Amazingly, these dynamic features can be highlighted if we subtract the final
static offsets from the top row in Figure 9, which yields the bottom row.

The 2014 Mg.0 South Napa earthquake in California was the first earthquake
captured and analyzed for slip distribution and magnitude in real-time (Grapenthin
et al., 2014a). Figure 10 shows a double difference solution for this event. All data,
including the finite fault slip model, that went into this figure were in fact available
26 after the event, as indicated in the figure. The first GNSS-based magnitude
solution was available 24 s after the event. Grapenthin et al. (2014a) reported that a
software error resulted in an artificial delay of the processing by 10 seconds. With
8 seconds S-wave travel time from the hypocenter to the nearest GNSS station and
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5-Hz GNSS Displacements M7.8 Gorkha Earthquake

—100 1
—— KKN4

—— NAST

North [cm]

—200 4
100

50 1

East [cm]
o

—50 1

100 A

Vertical [cm]

0 10 20 30 40 50 60 70 80
Seconds since Origin Time

Fig. 8 Displacements at two GNSS sites during the 25 April 2019 Gorkha earthquake in Nepal (see
Figure 12 for location). The sites clearly show different responses. KKN4 is located on bedrock,
whereas NAST is located in the Katmandu Basin, which traps significant amounts of seismic energy,
resulting in the long-term excitation at the site.

6 seconds data acquisition and processing latency, the map and model shown in
Figure 10 could have been available after just 14 seconds.

More recently, the 2019 Ridgecrest earthquake sequence provided another test of
the capabilities of real-time GNSS for rapid earthquake analysis and early-warning in
a densely instrumented region. Melgar et al. (2019) perform a detailed comparison
of archived real-time and postprocessed positioning solutions, concluding that the
real-time GNSS performance during the Ridgecrest sequence manifested its utility
as a monitoring and early warning tool. Hence, Melbourne et al. (2019) rightfully
point out the significant potential of real-time GNSS to augment existing hazard
monitoring tools.

A point in case is the 2018 Kilauea eruption in Hawaii, my last example. Neal et al.
(2019) present incredible GNSS time series, repoduced here in Figure 11, capturing
the history of the caldera collapse at the summit. This is only rivaled by observations
of about 65 m of GNSS-observed total subsidence at the caldera center during the
2015 Bardarbunga collapse (Gudmundsson et al., 2016). Kilauea GNSS stations
NPIT and CALS provide a finely resolved history of collapse and broadening of the
affected area. Neal et al. (2019) count 62 discrete collapse events, up to 8.5 m per
event recorded at NPIT, resulting in a deepening of the caldera by more than 500 m
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Fig. 9 The elastic wave field about 3:30 following the rupture initiation of the 11 March 2011
M,,,9.0 Tohoku-oki earthquake as sensed by about 1200 high-rate GNSS sites. The left panels
show horizontal displacements, the right panels show vertical displacements. Lower row has the
permanent co-seismic displacements subtracted to highlight the dynamic features. The S-wave
packets are clearly visible in SE Japan in the horizontal panels, the Love-wave is slightly north of
that. In the vertical panels we can see the Rayleigh wave (after Grapenthin and Freymueller,2011).

in places. These observations contribute to a detailed model of onset of the caldera
collapse (Anderson et al., 2019) and the geometry of caldera bounding faults (Segall
et al., 2019), thus helping to understand the mechanics driving the collapse.
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Fig. 10 2014 Napa earthquake real-time solution produced 26 s after origin time (event location
given by star). The thin black lines (left, middle panels) indicate the network of baselines for which
differential solutions were generated during this event. The left panel shows baseline offsets adjusted
relative to site P256 (large red dot). The blue vectors are static horizontal offsets from rapid daily
time series (courtesy of UNR). The red vectors indicate real-time offsets that are the difference
between about 5 min of averaged preevent data and 3 s of averaged postevent data. The middle
panel shows the finite slip model (vertical fault is rotated into map view) at 26 s after the event
inferred from the red vector offsets in the left panel. White to yellow colored baselines indicate
model resulting misfit to the data. Pink colors indicate slip amplitude. The right panel shows at the
top the time series of GPS-inferred magnitude, the black circle indicates an initial seismic real-time
estimate. The bottom four panels show north (blue) and east (black) displacement time series for
the bold, similarly colored baselines in the middle panel. Crosses mark the offsets inferred along
these baselines (time shift between GPS solutions and offsets is due to 6 s data acquisition and
processing latency). From: Grapenthin et al. (2014a)

5 Instantaneous Velocities

A different approach to the use of both phase and range observables is to use the
difference of subsequent measurements to infer instantaneous receiver velocities
(e.g., Grapenthin et al., 2018b), which is well known in geomatics (e.g., Misra
and Enge, 2011; Gaglione, 2015). Colosimo et al. (2011) first applied this method
to the geosciences and coined their algorithm VADASE (Variometric Approach for
Displacement Analysis Stand-alone Engine), which they used to estimate earthquake
waveforms and co-seismic displacements. As we will see below, this technique, when
applied to carrier phase observations, works at surprisingly high precision even with
just single frequency observations. This is due to the elimination of some of the
error terms in the observation models (Equations 2 and 10). Assuming continuous
tracking (i.e., no cycle slips), the constant integer ambiguity, N, is eliminated. If the
observations are differenced over short time intervals, we can also neglect the effects
of ionospheric and tropospheric delays, and solid Earth and ocean tides. Moreover,
because of generally smooth satellite trajectories, we can use broadcast orbits to
remove the satellite velocity from the observations and thus we are left with the
receiver velocity as the primary product (e.g., Misra and Enge, 2011; Grapenthin
et al., 2018b). Here, we follow the derivation by Grapenthin et al. (2018b).
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Fig. 11 Timeline of the activity Kilauea’s summit area during the 2018 eruption showing the GPS
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to the edge of the new rim, experienceing significant deformation later and in a less discrete, step-
wise fashion. The tiltmeter spikes and spikes in earthquake counts show the near-daily collapse
events. From: Neal et al. (2019)

5.1 Observation Model

An observation model can be derived by differentiating the phase observation model
(Equation 10) with respect to time. In practice we can employ a finite difference
approximation using subsequent carrier phase observations, A®® (Misra and Enge,
2011; Gaglione, 2015; Grapenthin et al., 2018b):

AD® = (V* —v,) *1° + b + Seg ¥3))

where (V¥ —v,,) = 1° is the change in range between satellite and receiver between
the two observations in terms of satellite velocity, v, and receiver velocity, v,,, which
the unit vector, 1%, projects onto the satellite-receiver line of sight. The difference of
satellite and receiver clock bias are captured by b, and Jep represents the differenced
error terms. By using orbit information (broadcast or higher quality post-processed
products), we can remove the average satellite velocity and its clock drift over the two
epochs. This yields the average Doppler shift, D, of satellite s induced by receiver
motion at velocity v,,:

D* =-1° x v, + b, + Seg (22)

While some GNSS receivers produce this observable directly, tests show that it is
not as precise as the phase differenced approach (e.g., Gaglione, 2015). If we have
such observations from at least 4 satellites, we again can set up a linear system of
equations:
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where D is a vector of Doppler shift observations and G is the system matrix that
contains unit vectors to project the receiver velocities v, = [vx,vy,vZ]T onto the
line of sight to the satellite. We can now estimate receiver velocity, v,,, and receiver
clock bias, b,,, with standard least-squares techniques (e.g., Aster et al., 2018). Note
that Equation 23 has no frequency dependency; it can contain single-frequency
observations or combinations of observables from different bands. The resulting
velocity will be relative to an earth-centered-earth-fixed reference frame, which is
straightforward to rotate into a local north-east-up reference frame (see Section 3.1
and Bock and Melgar, 2016).

5.2 Application

Figure 12 shows how instantaneous velocities can characterize an earthquake. Here,
we again use 5 Hz GNSS observations of the 2015 M,,, 7.8 Gorkha, Nepal, earthquake
from Galetzka et al. (2015) to generate L2-only velocities from final IGS orbits (Dow
et al., 2009) and plot only the north component. Most striking is the difference in
response at KKN4 and CHLM, the two sites closest to the epicenter (black star),
compared to NAST. The latter is located in the Kathmandu Basin and shows a
significantly longer response due to seismic energy trapped and reverberating within
the basin.

To convince ourselves that the, in this case single-frequency, instantaneous veloc-
ities are a precise estimate of ground motion, we can compare them to the previously
generated (Figure 8) post-processed kinematic positioning solutions at NAST and
KKN4 (Figure 13). The east component of the instantaneous velocities is shown in
black in the left panels while the red lines are the differentiated displacements from
Figure 8. These two velocity records track each other very well. The main difference
is some higher frequency noise in the single-frequency instantaneous velocities,
which results in the drift errors common to seismic data integrated to displacements.
We can see this in the right panels in Figure 13 where we have done just this and
compare the integrated instantaneous velocities to GPS displacements. Fitting and
removing a polynomial from the time series up to the earthquake origin time allows
us to detrend and remove the drift from the integrated velocities such that these
displacements track the positioning derived displacements very well. Differencing
the averages over ~20 seconds of pre-event and post-event values for integrated ve-
locities and absolute displacements yields misestimations of 8.2 cm and 14.1 cm of
horizontal and -3.6 cm and -11.0 cm of vertical displacements at NAST and KKN4,
respectively, which are 6-8% of the error from the total co-seismic offset. This is
similar to the errors Melgar et al. (2019) observe when comparing real-time and
post-processed kinematic positioning solutions for the 2019 Ridgecrest event. It is
important to reiterate that the instantaneous velocities were derived without a very
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Fig. 12 North instantaneous GNSS velocities derived from 5Hz GNSS following the M,, 7.8
Gorkha, Nepal, earthquake in 2015. Scale at the bottom is in cm/s; maximum velocities are on the
order of 80 cm/s. NAST in Kathmandu Basin shows clear basin reverberation effects compared to
the bedrock site KKN4.

precise a-priori position, ionosphere or troposphere corrections, ambiguity resolu-
tion, and with just single frequency data (albeit L2), while the absolute displacements
are a post-processed precision product (see Section4). This quality is achievable in
real-time, simple to implement for on-receiver processing, and with potential for
applications in hazard mitigation and characterization where change in position is
sufficient and absolute position time series are often not necessary.

6 GNSS Reflectometry

GNSS reflectometry is a remote sensing technique, developed over the last two
decades, that focuses on the analysis and interpretation of GNSS signals reflected off
of the Earth’s surface. Some initial applications related changes in correlation power
to sea surface roughness (Garrison et al., 1998), determined ocean wind speed and
direction (Armatys et al., 2000), or sea ice properties from the reflected signal power
(Komyjathy et al., 2000). While some of these applications used colocated upward
and downward facing GNSS antennas, more recent applications exploit direct and
indirect signal interference patterns for single, upward facing antenna installations.
Hence, enabling the use of these techniques at any suitable, existing GNSS site and all
of its historic data. These unconventional environmental sensing techniques provide
access to up to an ~1000 m? footprint of observations around a GNSS antenna at
~2 m height.
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Fig. 13 Comparison of east velocities and displacements at stations NAST (top) and KKN4 (bot-
tom) for the Gorkha earthquake (see Figure 12). (left) L2 instavels (black) and differentiated
displacements inferred from positioning solutions (red) with excellent match. Maximum inferred
horizontal peak ground velocity (pgvy, , using east and north) and their time with respect to origin is
given in title bars. (right) L2 instavels integrated to displacements (black, fit to pre-earthquake drift
removed) and positioning solutions (red). Note different time scales between columns. Instavels
capture the characteristics of this earthquake very well without application of atmospheric or other
models.

Instead of using the phase and range observables discussed above, Larson et al.
(2008) suggest to use the signal-to-noise ratio (SNR, ratio of signal power to mea-
surement noise) observable routinely recorded by GNSS receivers. However, SNR
reporting across manufacturers is not standardized and measurements are some-
times discretized at 1 db-Hz intervals (Bilich et al., 2007), which can render the data
unsuitable for the methods described here. While the SNR measurements are not
useful for positioning, they record the same interference signal between direct and
indirect signal that is recorded in the other observables. Larson and Small (2014)
have demonstrated for the entire EarthScope PBO GNSS network that interference
between direct and ground-reflected satellite signals offers a means to sense the
environment for changes in soil moisture (predominantly phase shift in interference
pattern; Larson et al. (2007)), vegetation height / water content (amplitude of in-
terference pattern smaller with higher vegetation; Small et al. (2010)), as well as
snow depth or ocean tides (frequency change of the interference pattern, frequency
increases as antenna height decreases; Larson et al. (2009); Larson (2013)). Com-
pared to conventional positioning, SNR interference observations can be analyzed
along each satellite ground track individually without requiring joint analysis of
observations for multiple satellites. Thus, the footprint sensed by an individual GPS
station can be visualized with antenna height and satellite-elevation dependent Fres-
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nel zones (e.g., Figure 2 in Larson, 2016). Soil moisture estimates are an average
along the satellite ground track and should be averaged over multiple satellite tracks.

(a) L1 SNR data (b) L2 SNR data
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Fig. 14 SNR data for GPS L1 (a) and GPS L2 (b). The magenta polynomial fit represents the direct
signal, which should be removed to utilize the SNR data for environmental sensing. The multipath
signal is strongest at low elevation angles (blue axes labels). If phase, amplitude or frequency of the
multipath change over time, the properties of the reflector must have changed accordingly. From:
Larson (2016).

6.1 SNR Model

The multipath interference between planar-reflected (Georgiadou and Kleusberg,
1988) and direct SNR can be modeled as (Larson, 2016):

SNR = A(e) cos(#sin(@) + @) (24)

where A is the amplitude, h is the height of the antenna phase center above the
ground, A is signal wavelength (e.g., GPS L1 or L2), e is the satellite elevation
angle, and ¢ is phase offset. After converting SNR observations from db-Hz to a
linear scale (volts/volts), a lower order polynomial is removed to detrend the data
(signal strength increases as satellites rise to nadir, Figure 14). From the remaining
interference pattern phase and amplitude can be calculated through least squares
estimation (e.g., Chew et al., 2016). Larson et al. (2008) observed strong correlations
between ¢ and in-situ soil moisture measurements and Chew et al. (2014) showed in
amodeling study that phase, ¢, is most affected by soil moisture changes. Chew et al.
(2015) showed in a different modeling study that, while soil moisture also affects
the interference signal amplitude, A, it is actually mostly affected by vegetation
permittivity and height, which also affects the phase. In summary, the signal we
are interested in is affected not only by soil moisture, but also surface roughness
(including slope) and vegetation. Chew et al. (2016) present an algorithm for soil
moisture retrieval from GPS SNR measurements that removes vegetation effects
by estimating vegetation impact from the signal amplitude, predicting its impact
on phase using the models from Chew et al. (2015), and removing it from the
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measurements. Given the nature of the GPS signals, the soil moisture measurements
are sensitive to volumetric near-surface soil moisture to a depth of at most 5 cm,
important for driving evaporation.

6.2 Applications

The ability to infer changes in the reflector height from SNR changes has probably
gotten the most attention. The initial application was snow depth estimation (see
below), but since then additional processes changing the reflector height around the
GPS antenna have been explored such has decadal changes of permafrost (Liu and
Larson, 2018) and notably ocean tides (Larson, 2013; Larson et al., 2017) with an
extension to storm surges (Peng et al., 2019). The latter simply require a GNSS
monument with partial view of the ocean and SNR-based reflector height analysis
only for satellite signals from this azimuth. Since every satellite can be evaluated
independently, this is easily achievable. Measurements of sea level with GNSS are
very attractive as these are automatically tied into a global reference frame. The
positioning solutions provide any changes in land surface elevation in this reference
frame, which allows to untangle sea level height changes and land changes due to,
for instance, glacial isostatic adjustment or tectonics.

Larson et al. (2009) showed for a GNSS site installed at a research site in Colorado
that antennas with reflection suppression, installed for tectonic studies, can be used
in reflection studies to measure snow depth (Figure 15). It is clear that the frequency
decreases with the addition of the observed 35 cm of new snow, as expected from f =
% in Equation 24 (Figure 15a) in two subsequent days of observations. Modeled
SNR data for the same time and snow accumulation as in the data reproduces the
observations well (Figure 15b), confirming that the reflector moved 35 cm closer to
the antenna.

The retrieval of ocean tidal heights from GNSS reflections shown in Figure 16
is an extension of the work on antenna heights above a reflector discussed above.
Larson (2013) found that a GPS station, located on a small island in Katchemak
Bay, Alaska, and installed to constrain tectonic motion was so close to the ocean
that some satellite signals got reflected off the ocean. Since we can consider tides
to move the reflector towards or away from the antenna, the SNR observations from
the ocean-reflected signals can be used to solve for the tidal height. Larson (2013)
did just that and compared the GPS-inferred tidal height to a nearby tide gauge
(Figure 16) and found that the agreement between both is 2.3 cm for daily mean sea
levels.
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Fig. 16 Tidal heights at Katchemak Bay, Alaska, measuren with GPS-SNR (blue) and compared to
a nearby National Oceanic and Atmospheric Administration (NOAA) tide gauge (red) at Seldovia,

Alaska, about 30 km away. From: Larson (2019).

7 Parting Thoughts

GNSS is a powerful and exceptionally versatile tool, which, due to its widespread
global use, is unlikely to disappear. Its contributions to civil life range from precision
agriculture, global time synchronization and aviation to finding a restaurant. These
society-permeating applications add to the strong defense interests in maintaining
satellite navigation systems. In the geosciences, satellite navigation system applica-
tions go far beyond timing and positioning. Analyses of the ionosphere, troposphere,
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and local environmental sensing have been proven robust. Modernized signals at
higher signal strength will likely open further applications.
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